
- -~ ____________

deflection angle, 5, and independent of angle of attack, a , as in Figure 8.

It should be noted that in (Ref s 12 and 13), linear techniques are applied

to a nonlinear model since “experience has shown that the resulting auto-

pilot response characteristics with the nonlinear airframe, are closely

approximated by the linearized response characteristics near the given

nominal conditions , for a properly designed autopilot” (Ref 13:A—16 ,A—17) .

Unlike the models used in these references, however, the model in this study

• allows for velocity change as a function of aerodynamic drag. In addition,

the study in (Ref 13) also assumed a constant center of mass and center of

pressure. These restrictive assumptions have been removed to allow a more

realistic depiction of system characteristics.

— INERTIAL AXIS

BODY LONGITUDINAL AXIS

: 1  ~ Figure 8. Geometrical Definitions of Yaw Plane Variables

Airframe Dynamics. By utilizing a cruciform missile, the pitch and

• yaw dynamics are identical, and the roll control system is primarily for

stabilization. By looking at the planar case and by employing small angle

approximations to remove nonlinearities, the following equations of motion

result 
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1(t) — Mqq(t) + M a(t) + M~6(t) (17)

4.-
— q(t) — L~c*(t) — L

c5
6(t) (18)

~(t) — A 6(t)  + Xu(t)  (19)

:1

a(t) — —V (c (t) — q(t))  (20)

where Mq~ Na~ M~ , L , and L& are stability derivat ives and

q(t) = pitch rate

aft) normal acceleration

~(t) control surface deflection

V — missile velocity

a(t) angle of attack

u(t) — control command

l/X — actuator time constant.

The stability derivatives can be expressed analytically irii rms of aero-

dynamic coefficients, airframe parameters, a~~~pée~i, and dynamic pressure

by the relations .—-

-S.-

S.—

____5_

— - 

(2 1—a)

— C~~~ - - (21—b )

- ~~~ — 

~f 
C~~~ (21—c)

in
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M —~~~~~~~~~ C (21—d )
• a I Mayy

L “~~~— C  (21—c )
a m Navm

where

q — dynamic pressure

I — moment of inertia about pitch axisyy

S — lifting surface axea

d — character tic length of the missile

~ tq’ a’ ~~~ 
— moment coeff icients

N~ ’ CN~ — normal force coefficients

- • in — mass of missile.

_

~~~~~
- The moment coefficients and normal coefficients vary as a function of the

missile Mach. In this study they are approximated by a cubic curve fit  of

the plots for the appropriate coefficients of a generic missile. In addi-

tion to the coefficients in Equations (21—a) through (21—c), the coefficients

of zero—lift drag, C~~, and coefficient of induced drag, CDII need to be

modelled. The sum of these terms yields

CD C~() + C DI 
(22)

where CD is the total coefficient of drag. This expression can be written

in the equivalent form

CD~~~
CDO + KC

~ 
(23)

where CL is the coefficient of l if t  and K is equal to the inverse of the

partial derivative of the coefficient of lift with respect to the angle

21
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of attack (approximately equal to the inverse of the partial derivat ive

of the normal force coefficient with respect to the angle of attack) , i.e.

(24)CLa CMa

The small angle approximation employed above is explained later in this

chapter. Equating the right sides of Equations (223’and (23) and putting 
—

• 
- in the expression for K yi.eldt

-~~~~~~~~~~~~~~~~~~~

-

~~~~~~

- •

~~~~~~~~~

C~1 — C~/CN (25)

The coefficient of li f t , CL, in the above expression is found by using the

definition of l ift

L ~ ~ oSCLV2 S Ma1 (26)

where L is the lift developed and M is the missile Mach. Recall that a1
is the lateral acceleration of the missile. Again a small angle approxima—

• tion has been made. Solving for CL yields

2Ma
H C — (27)L 

~sv2
in

The coefficient of zero—lift drag is approximated for a generic missile

using the expression

- 
• C~~ — —~ (28)

I 
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where M is the missile mach number. Using the above relationships and the

definition of drag force on the missile, D,

D — 
~ 

PSCDV
2 (29)

the coefficient block of Figure 1 is simulated as depicted in Figure 9.

The coefficients are held constant over the individual integration intervals

of the simulation along with target and missile velocity/Mach. The remainder

of the parameters in Equations (27) and (29) were given values from a generic

m issile.

-S. MACH

~~~~

MISSILE COEFF. k —

CURVE FITS A

I ‘ :: (CDo +
~~k 1 

CD 

-
- 

- pSV
in

_ _ _  

a~ ~~~~~~~~~~~~~~~~ 
a 

I
~~~~

F

vm 
__*

Figure 9. Determination of Missile Coefficients

By neglecting actuator dynamics and setting the actuator feedback gain,

h3, equal to zero in Figure 10, the determination of the airframe parameters

23
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most important for establishing the autopilot feedback gains is greatly

simplified. This is justified when the actuator response characteristics

are much faster than those specified for the autopilot. This simplifica—

tion implies that, X = c~, and u(t) — t~(t) in Equation (19), and that the

equations of motion become

~4 t ~ ~Mq Mi ~~ (t)~

I I — I I I I -4- f &t) (30—a)

[&t~] [1 
_L
aJ [~t~j L_Ld

N

&(t) —h
1q(t) 

— h2
a(t) + kv(t) 

N 

(30—b)

- t

4 1
aft) -V

~
(&(t) - q(t)) (30-c)

~ 

• where k represents a varying input gain and v(t) is the input command

acceleration . By use of Laplace Transforms , it can be shown that the

closed loop poles are the roots of

I h M  — h V L M  -(M - L )l
p(s) — ~2 + 

[l
l
+~h2V~~~

m ~ g

•~ 
r(_h1 — h2V~) (L~M3 

_M
6La) 

— NgLa 
- Mal+ l l + h V L  i (31)

L 2m ~~ J
Under the assumption that the actuator dynamics are negligible, the domi—

nant poles of the missile response are those associated with the airframe

- . dynamics. For the second order model this response is determined by the

damping ratio, r , and undamped natural frequency, w, in the relationship

1~

’
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r r -

2 2p(s) = a + 2~u s + w (32)

By equating terms of like powers in Equations (31) and (32) these expressions

can be solved for the feedback gains, h
1 

and h
2 
as

-
• 

-L[M ---~-L +w ’
~+(2tw+M ) (—~- + M )

a a L6 a g L~ g (33)
— 

M
~

(M
a 

— L~ + w2) + (M
q 

+ 2
~
W)(L

~
M
a 

— M
~
La)

L M (L — 2Cw — M ) + M~ [L (2~w — L ) — — M
h — ~~a a a a (34)2 

V
mL6

[M
~

(M
a 

— L~ + + (M
q 
+ 2?w)(L

~
Ma 

— M
~
La)1

4
Finally, by specifying r and ~ and having the stability derivatives

evaluated, the closed loop poles of the autopilot can be determined. For

this study ~ was set equal to 0.707 and o equal to 7.07 rad/sec. A damp-

ing ratio of .707 results in a minimum settling time for a second order

system. In addition, these values for the damping ratio and natural

frequency are realistic values for a missile with pitch—rate and accelera—

tion feedback. (The values for both quantities tend to be much lower for

4 • a missile having no autopilot (Ref l2:D—3).

To achieve a unity closed loop autopilot gain (i.e. lateral accelera—

tion of missile equals acceleration commanded), one final parameter, the

input gain, is develt . 3d. Looking at the steady state solution for the

case in which the commanded acceleration, a ,  equals on~ the value of k

is adjusted to make the lateral acceleration, a
1
, equal one. This gives

the expression for k as

I I 1~ 26
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h fM + LN  ~ 

•

k— — 1 +h _ ii a a g  , (35)V 2 VL~L N 6 
- N L &/

At this point the airframe dynamics and autopilot component blocks have

been completely specified as functions of the appropriate dynamic and design

parameters. Physical systems, however, are subject to structural and

instrument constraints. To account for these real world constraints an

acceleration limiter with a value of ±15 g’s is included in the truth

model. As will be noted in the simulation, the limiter will not be exer-

cised. This is true for this study only and would not be the case in cer-

tain encounter geometries. 
• -

System Noises

This section models the random noise components of the system truth

j model. As depicted in Figure 1, four separate random noise sources are

considered in the system truth model: missile seeker LOS angle noise,

tracker LOS angle noise, range noise, and range rate noise. The noise input

into the seeker creates an error in the missile commnanded lateral accelera—

tion, while the three measurement noises create tracking errors in the

tracker system. It is important to recall that, in the case of the tracker,

perfect tracking is accomplished by the servo system. The noises that

actually corrupt the four physical measurements are themselves a complex

-

. mixture of individual system disturbances. For the tracker angle, range, -
~

- -. and range rate noises, Ref (3) classifies the various sources of noise 
• 

I

as radar—dependent tracking error, radar—dependent translation errors,

target—dependent tracking error, and propagation error (Ref 9:326,373,

400). Ref (13), however, categorizes the noises according to their

dependency on missile—to—target range. This study will consider the noise

types to fall into three categories: “glint”, “scintillation” , and “thermal”

27 
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noise. This approach is consistent with, and includes, the salient features

of the references cited in this study. A description of the various noise

types follow.

“Glint”. Glint is defined in this study as angle scintillation, as

opposed to amplitude scintillation, to be discussed subsequently. It refers

to the disturbances in apparent angle of arrival of the return signal due

to interferences (i.e. phase distortions). Physically it represents the

wandering of the apparent center of the radar reflection. As pointed out

in (Ref 1), the center of reflection may at times lie well outside the

physical limits of the target (Ref 15:47). The importance of glint is

readily apparent, in as much as a large, abrupt variation in measured

radar angle will be interpreted as a change in angular velocity of the

target.

It is found that a first order Gauss—Markov process, i.e. the output

of a first order lag driven by white Gaussian noise, provides a good curve

fit to the ensemble statistics of the glint spectrum. This model proves

suitable for both large, slow moving and small, rapidly moving targets.

The modelling difference in the two cases lies in the proper choice of lag

time constant and signal strength of the input white noise. In addition,

however, glint is dependent on both range and target aspect angle. In

general, glint will vary inversely with both range and the instantaneous

cross section of the target. The effect of varying aspect ratio is the

appearance of large spikes in the spectral density at points of phase dia--

continuities. A model for the spike characteristic is developed in (Ref 15).

However, for the purposes of this study, the glint will be modelled as a

simple first order Markov Process. It will be assumed that it is inde—
$ 

pendent of both range and aspect angle. This approach is taken in view

of time and computer constraints. By assuming a point mass missile, the

28
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latter assumption is reasonable. The range assumption is reasonable for

the missile noise since the missile seeker is in general a passive or

semi—active system. In either case, the noise can be justified as range

independent (Ref l3:A—l4). Therefore, the strength of the input white

noise for the glint model is assumed to be constant.

“Scintillation”. Scintillation, or more specifically amplitude

scintillation, refers to amplitude distortions of the received signal.

In general, scintillation is directly proportional to range (i.e. decreas-

ing signal—to—noise ratio). For the ranges considered in this report, this

dependence can be eliminated since the amplitude of received signal will

not vary significantly. Two additional features of scintillation should

be noted. First, it is also dependent on the target aspect angle.

Ref (15) states that the phase and amplitude distortions due to aspect

angle are negatively correlated. As in the case of glint, however, this

effect is not modelled for the assumed point mass. Secondly, the frequency

spectrum of the scintillation can be assumed to be identical to that of the

glint spectrum (Ref 1:290). This allows for a “lumping” of the glint and

scintillation spectrums into one first order Markov Process.

“Thermal”. The final noise component to be considered is the thermal

noise. This form of noise is generated by the background of “black body”

radiation — both environmental and receiver noise. A good example of this

t form of noise is “shot noise” in electronic tubes. Thermal noise is in-

versely proportional to the signal—to—noise ratio, which in turn is in-

versely proportional to range. It is characteristically modelled as a

white noise over the bandwidth of the systems considered (Ref 13:A—ll).

The assumed model for this study is a white Gaussian noise of a constant

strength. While this model neglects the effect of range dependency, it

should not seriously degrade the results of the study.
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Based upon the above descriptions of the noise types, all four of the

system noises are modelled as the sum of an exponentially correlated

Gaussian noise added to a Gaussian white noise. The correlated portion 
—

of the noise models the glint and scintillation error components while

the white noise source represents the thermal component. The summing

of the noise types to achieve the total noise for each system noise is

based upon the statistical description of the various noises as completely

uncorrelated with each other. It has been found in practice that this

assumption is valid (Ref 1:324). Using the range measurement noise as an

example, each system noise can be described by an autocorrelation

~~ E{flR(t)n~
(t + t ) }  - a~/5e t!’TR + ~(r) (36)

where 
~is — strength of glint/scintillation noise corrupting the range

-‘ ‘ measurement

‘4 
— strength of thermal noise corrupting the range measurement.

Table I lists the standard deviation, ~~, and correlation time, r, for the

various system noises. The values of the noises are obtained from a

composite of figures received from APAL and the values used in (Ref 15).

The values of the individual seeker noise components were determined by

using the one sigma values from (Ref 5) as the total noise strength and

5
’ using the same ratio of thermal to glint/scintillation strength as found

in the tracker angle measurement channel.

I ~. Noise Generator. Each of the eight components of noise was produced

using a call to Subroutine NOISE (see Appendix C). The essential pro—

cedure is to generate a unit variance Gaussian noise and to multiply k

- 

5- 

•.. by the strength desired. For a white noise the strength is cr2, while
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for an exponentially correlated noise the strength of the input white noise

is equal to 2Aa2 where A — ~. (Ref 9:345)

Table l
Strengths and Time Constants for Measurement Noises

MEASUREMENT t

O~~ (radLans)
THERMAL .003 ——
GL/SCINT .000894 .l(sec)

~
3T(Tadian8)THERMAL .00126 ——

GL/SCINT .00168 .5(sec)

R,~(feet)
THERMAL 11.7 ——
GL/SCINT 10.0 .5(sec)

&~(f eet/sec)
THERMAL 7.0 ——
GL/SCINT 4.242 l(sec)

— Missile—Tracker Kinematics

Three reference frames are used to describe the dynamics of the engage—

ment scenario. The first of these, the initial missile line—of—sight frame

(IMLOS), is instrumented by the missile guidance equipment to accomplish

target intercept. The second and third frames are the tracker inertial

frame (I) and tracker line—of—sight frame (TLOS). Both the TLOS and I

frame are used in determining tracker/missile kinematics. The tracker

measurements, taken in the TLOS frame, are used to update the tracking —

filter algorith, while the desired outputs of the filter algorithm are

coordinatized in the I—f rame. The motivation for using two tracker frames

was given in Chapter One. •

Initial Missile Line—of—Sight Frame. Both the motivation for , and

(5- development of , the IMLOS frame are well developed in (Ref a 5 and 13).

Unlike these sources , however, both the tracker and missile accelerations

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~ - - 5  •~ -~:-~~
- 
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and velocities will be allowed to vary — the trackers in an unspecified

manner, and the missiles as.a reeult~of aerodynamic drag affects. The
- 

¼

-~ intercept geometry is depicted in Figure 11. The IMLOS frame does not

rotate, but does translate with the missile. It is assumed that an off—

boresight launch capability is available. Having assumed this capability

the desired missile lead angle, e
~
, is given by

V
—l T

0 = sin (
~— sin 0) (37)
in

where VT and V are the velocities of the tracker vehicle and missile

respectively, and 0a is the angle the tracker makes with IMLOS as depicted

in Figure 11. The angle 0~ varies as

(38)

The initial target angle, 0 , is set by initial conditions at the

time of missile tracking initiation, and varies according to

0a =V
i
~ 

(39)

where a~ is the tracker acceleration perpendicular to the V~ vector .
2

Both a
~ 
and at are defined as positive in the direction that results in

2
an increasing 9

~ 
and 0a respectively. While defining positive ai in this

manner is adequate for the IMLOS frame , it is not compatible with the TLOS

frame. This inconsistency is easily solved by a sign change in the computer

simulation as will be discussed later .

~~~4 

~~

._. The change in the relative velocity normal to the LOS is

— V
~

sinO
~ 

— V s i nO1 (40)
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V’ -V 1

— p~ 
COtOT + R 

mx cscOT (104—a)

or

VI _ V I

— — 
~ 

tane~ + 
my 

R secOT (104—b)

Either of the two forms is Correct. To prevent 0T from growing unbounded,

Equation (104—a) is used when sineT 
> .707 and Equation (104—b) is used

when 
~
1
~
0T 

< .707. Furthermore, it can be seen from Equations (104—a)

and (104—b) that V’ and V1 are not independent. By setting the twomx my
expressions for 0T equal to each other and solving for V~y

~ 
(R~OSO~ + VTheo::T — V’cosOT) 

+ *SIUOT + V~~ (105—a)’

Equation (105—a) is used when the sinOT 
> .707 and

~ 
(*sin

2
O~ + V

~ ,
sinO

T — 
V
~~
sin8T) •V = + RcosO + V (105—b)mx CO aS

T T Tx

is used for sinOT 
< .707. The use of either Equation (105—a) or (105—b)

eliminates the requirement to estimate a~~ or a~~ respectively. By setting

xl = e T ~5 — k
TLOSi n — V  x — a2 mx 6 mx 4

x v in “a’3 ‘flY 7 mx

in
4 

— R in
8 

= a~~ (106—a—h)

and considering the case of 
~
1
~
0T ‘ .707, the system equations for the

— L—Filter are
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x5
(t) V~~ — x2(t)

-

~ - 

— 

x1(t) 
— f

1[z(t),u(t),t] — 
~~~~~~~

—
~
- cotx1(t) + x4(t) 

CsCx1
(t) (107)

~ 2
(t) - f2[~(t),u(t), t] = x7(t) (108) 

-

c
3
(t) — f

3[~(t),u(t),t] 
= 0 (Vmy is not estimated for (109) 1.

~
1
~
8T > .707 — reference 

-

Equation (105—a)) -

— f4(x(t),u(t),t] = x5(t) (110)

~~5
(t) - f 5[x(t) ,u(t ) , t] - (~1)

2x4(t) + x6(t) 
- a~~°~ (111)

c
6
(t) = f 6 (~(t) ,~ (t) , t 1 + w3(t) = ~~ x6(t) + w3 (112)

-) c7(t) f7[x(t),u(t),t] + v (t) — x
7 + w (113)

~8(t) 
= f8(x(t),u(t),t] — 0 (a1 is not estimated for (114) 

-

• SinOT 
> .707)

When SiflO T < .707

c2(t) — f2(A(t),~
(t), t] — 0 (115) 

-

~3(t) — f
3(~

(t), u(t), t] x8
(t) (116)

c7(t) 
— f

7[~ (t),u(t),t] — 0 (117) 

-

X
8

(t) — f
8(x( t),u(t),t] + w (:) — ~~

— in
8 

+ W
Y (118) 

1
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All other equations remain unchanged. In the equation for ~ 5
(t) the

expression for *~(t) is considered a parameter. This approximation is

made to reduce the number of partials required in the F matrix. It

assumes that 0T remains constant over the propagation period. 
With the

frequency of updates , .02 seconds , this should be a good approximation.

It is a better approximation at long and intermediate ranges to the

target than at short range. All of the original set of equations from

Landau’s paper are easily understood with the possible exceptions of

Equations (107) and (111). These two equations are developed in Appendix

A. In addition to these and the F matrix development, the values for the

G, H, ~~~, H, j , and P matrices are given in Appendix A.

The L—Filter system equetions are clearly a set of coupled, non—

linear differential equations. The “forcing functions” are the driving

noises of the first order Markov Processes for missile acceleration and

the tracker’s velocity and acceleration. While this filter adequately

-
~ models the missile kinematics, it does not utilize some important

knowledge that is available from the total system model.

“Unknown Parameter Filter”

The Unknown Parameter Filter, UP—Filter, is so named since it

• incorporates the dynamics and coefficients represented in Equations (2)

-~~~~~ and (3). Specifically, the three unknown parameters, CDI, C~~, and n,

must be estimated or modelled to describe the acceleration of the missile

as the sum of the acceleration due to drag and acceleration due to lift.

As discussed previously, the inertial acceleration can be described by

resolving the a
~ 

and aD vectors of Figure 13 into the x
’ and y1 axes.

Equations (46—a) and (46—b) are repeated for convenience.
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a’ — +cosy a~ - amy a~ (46—a)

a
~~ 

= —sin; a — cos; ‘ aD (46—b)

Equations (46—a) and (46—b) are the necessary expressions required to

describe the rate of change of velocity in the inertial coordinate

frame. To solve for these quantities, expressions are necessary for aD

and a
~
. Equations (44) and (2) are repeated here for these quantities

aD 
— f PSCDV2/m (44)

a& nVS (2)

Unfortunately, the values of n, in , S, C~, and CD are not known apriori

~ by the tracking filter. What information that is available would be

known from intelligence information on possible threats. At best this

form of information can only be considered relatively accurate. There—

fore, to implement a tracker mechanization utilizing the dynamics of

the missile, as described by Equations (46—a) and (46—b), estimates of

the par eters must be made. As will be seen in the subsequent develop—

ment, both the parameters themselves and the way they enter the state

• .~. equations introduce further nonlinearities into the system.

As stated in Chapter Two, the proport-’onal navigation constant, n,

• f - is considered to be constant unless the user commands a change in flight.

Therefore, the navigation constant might initially be modelled as a

random bias

• U
~ (t) — 0 (119)
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where n(t
0
) is a Gaussian random ~ariab1e of mean, in , and variance

P0. Mathematically, the bias model tells the filter that the constant

- - - does not change in time, but its value is not known apriori. The filter

will determine its estimate of the constant on early measurements and
- - 

disregard measurements that come later (i.e. the Kalman gain goes to

zero on the bias channel). Since the value of the navigation constant

can be changed, an inability to re—estimate its new value would be highly

undesirable. Therefore, pseudonoise is added to the navigation constant

channel to ensure the gain does not go to zero (Ref 9:159). In addition,

and based upon the discussion in the Guidance Section of Chapter Two, a

navigation constant limiter with a range of three to six is implemented

in the filter.

The coefficient of zero—lift drag can be described as
-J

C ~~~~~ (120)DO N-

where the expression, Vs/A, has been substituted for the Mach, M, in

Equation (28). A is the speed of sound at the appropriate altitude.

In addition, to give an expression for CDI, Equation (25) is repeated

CDI — C
~
/CN

~:

From a curve fit to a generic missile, C~~ can be expressed as

K
$ C — (121)Na N V

~

where the constant , K~~a~ is approximately equal to one and the substitu—

tion of V / A  was made for the Mach, An expression for CL is found in
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Equation (27) -

L 2ma
CL~~ 2psVm

Substituting Equations (27) and (121) into Equation (25) yields

2
4m2 aLC — (  )— (122)DI p S A  V3m

This expression for C~, is intuitively pleasing. As expected, the induced

drag, vis—a—vis CDI’ of the missile increases as lateral acceleration

increases. The V3 tern in the denominator accounts for the fact that

greater lateral acceleration is required for control at lower velocities.

Substituting the expressions for CDI and C~~ into the expression for CD
in Equation (44) yields

2
1 ~~1,2 4 2 a

~ 2
aD = 

~~~
- ps/mr l~2 

+ 2 2 •-•;j -)]V~ (123—a)
V ’ ~~~~~~~

By substituting in the expressio: for at from Equation (2) and expanding,

this becomes

aD - pA
l/2

~~) v
3/2 + ~~~~~~ 

nYê~ (123-b)

In Equation (123—b), the factors, pA~~
2 and 2/PA are assumed to be

deterministic constants. This is a valid assumption for the constant

- 
- altitude case. Even with removal of the constant altitude assumption,

p and A will vary little during a typical air—to—air engagement. If

desired, and if warranted by performance enhancement, a more sophisticated
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model could include the variation in these parameters. The quantities

n, and V in Equation (123—b) are defined as states while V,~ and

eT are defined as parameters. The rationale for the decision about the

latter two quantities follows the discussion of in the L—Filter

development. The ratio of is modelled as a random bias

(~
)( t) — w(t) (124)

- 

- 
Conceptually, this makes sense for a non—thrusting missile. It is assumed

that (~ )(t ) is a Gaussian random variable of mean in
1 
and variance

P 1. Again, a pseudonoise, v(t), is added to the model to ensure a non—

zero gain on the [~~~~] 
channel. In the extreme case, this parameter could

detect a change in target status (i.e. an abrupt change in this parameter

-
• 

- could be indicative of target damage or destruction). The first five

t- . states of the UP—Filter are identical to the corresponding states in the

L—Filter. Three of the system equations, however, take a radically

different form. States two and three, V’ and V1 , now vary according tomx my

‘IVmx —aDam ; + a
~
cos; (125)

.1
V~~ — —%cos; — a~sin; (126)

Substituting in Equations (123—b ) and (2) for aD and a~ respectively

yields

- _ [pAL’2V,~
’2(~) + V~ ]sin; + nV~

êcos; (127)

-~~- ,
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— 
I pA~~2 

~~)V3~
’2 + (~~~) 

~ v
C 

]COSy — flV~O8mny (128)

State five, the range rate (R), requires an expression for the missile

line—of—sight acceleration, a~~
°5. This can be obtained by taking the

• in—component of

TLOS TLOS I
~~ — C 1 ~~ (129)

- 
- t where aT~~

S and a’ are the expressions for the missile acceleration

expressed in the TLOS and I frames respectively. Substituting Equations

(42), (127), and (128) into this expression yields -

—

a cosO +a sinSmx T my T

ThOS I Ia — —a sinS + a cosO (130)-m mx T ~flY T

0

and thus

a~~
°5 — a’ cosOT + a~Y

sinST (131)

Substituting Equation (131) into the fifth system equation of the L—Filter,

and using Equations (127) and (128) for a’ and ~~ respectively yields

2 2•2
1/2 3/ n V O

V - OTR + ~ (-pA ~~ V am y - ~~~~~ ~ 
siny

( -
~ + nV OcOsy ]CosOT + E_p A~~

2
~~)V31’2 cosy — 

V

- nV Ôsiny ]sinST
} — 5Tx (132)
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as the fifth system equation for the UP—Filter. The angle, 0, and range

(5
• rate, k, equations are the same as described in the L—Filter. The final

two states of the filter are the proportional navigation constant n and

4 the tm/S) coefficient. The system equations of the UP—Filter are

su arized by (for sinOT 
> .707)

x5(t) V
~~ 

— x2(t)x
1(t) 

— f
1[x(t),u(t),t] x4 (t) COt x1(t) + x4 (t) 

— csc x1(t)

(133)

~2(t) — f2t~(t),~ (t),t] ~~~~~~~~~~~~~~~~~~

‘22S siny 2 2  .
— 

pAV (x7x6x5) + (x6x5)Ocosy (134)

~ 3
(t) - f

3(x(t),u(t),t] 
= _ (pA 2V~~

2cosy~)(~~)

• 2O cosy 2 2  •
— 

pAV (x7x6x5
) — (x

6x5)Osmny (135)

x4(t) — f4[x(t),u(t),t] 
= x5(t) (136)

= f5[x(t),u(t), t] — + ~~~~~~~~~~~~~~~~~~~

•22e am y
— 
PAVE 

m (x7x~x~) + &cosy (x5x6)Jcos x1 -:

+ (_ PAU2V~~
2cosy (~~) — 
:
:05Ym (x7x~x~)

• — esmny (x5x6)]sin in
1

) — a.~ (137)
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x6’(t~~~~f6
(z(t) ,u(t),t] + w6(t) = w6 (t)  (138)

L
c7 (t) — f7(x(t),u(t),t

] + w7(t) = w7 (t) (139)

• where

x — e  in = V1 5 c

in “V’ x n2 mx 6
I

in — V  x3 my 7

x4 R

Note that

0T 
— c1; V = (x~ + x~)1

~
’2 ; y — tan 1(—~-) (140)

These quantities are treated as constants when the elements of the F—matrix
r
4) are calculated. This approach avoids further complexity in both the sys-

tem equations and the F—matrix. Unlike the L—Filter, the two velocities,

V1 and V’, can both be estimated — even in the planar case. The

f 

- structure of the system equations allows for this, despite the fact the

two velocities are not independent. In addition, the same switching

mechanism is utilized for the 0T equation. Of the three parame~ers, n,

C.~~, C~~, only the first is estimated directly by the UP—Filter. It is - -

obvious, however, that the quantities required to calculate CDI and CDO
are available in the filter. Consideration had been given to modelling

the parameters CDI and C~~ as random walks. However, this approach -:

neglects the dominant effects of the lateral acceleration and missile

velocity on these two parameters and thus on the acceleration of the

. 
missile. The UP—Filter embodies a highly nonlinear, coupled set of

differential equations. The primary assumptions made in the filter
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development are: (1) the geometry of the forces acting on the missile,

(2) the defining relations, Equations (122) and (28) , for the parameters

and C..~, (3) the zero order model for the missile (i.e. instantaneous
time response) — also true in L—Filter, and ~~ y ,  and Vm being

treated as constant quantities over a propagation period. In addition

to the F matrix, the G, ~, R, H, in , and P matrices for this filter are

listed in Appendix A.

Having developed the system equations for the two Extended Kalinan

Filters, and provided with a nominal trajectory, it is now possible to

evaluate the prediction and estimation capability of the two filters.

Chapter Four discusses the analysis approach and “tuning” techniques

used in the evaluation.

-‘-5
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IV. Discussion

Introduction

The primary objective of this study is to determine the feasibility

of the modelling approach taken in the Unknown Parameter Filter . To

accomplish this objective, it is necessary to establish the ability of

the filter to track an incoming missile and to establish some degree of

confidence in its ability to recover from initial state estimate errors.

To determine the ability of the filter to track the missi1e~ its performance

is compared against that of a more conventional system model (i.e. the

Landau Filter). The analysis of the two Extended Kalman Filters is

carried out entirely as a Monte Carlo computer simulation. The truth

model provides nominal measurements to the filters (reference Chapter One).

• The filters use the measurements to generate estimates of the system states.

The “true states” are compared to the estimated states and the sample

statistics generated to describe the resulting error process.

In this chapter, the choice of the trajectory profiles and initial

conditions are discussed. In addition, the criteria used to analyze and

co’.apare the two filters are introduced. Finally, the filter tuning

philosophy is presented. Prior to discussing the trajectory profiles,

it is important to recall that the emphasis in this study is not to

generate tuned filters, but rather to determine the feasibility of the

UP—Filter, and to conduct a general comparison of its performance against

that of the L—Filter. Therefore, as will be seen subsequently, the major

analysis effort is involved with the Unknown Parameter Filter.

Nominal Trajectories

Th. basis for the comparison and recovery analysis are the two

~~ ina1 traj ectories generated by the truth model. The choice of
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trajectories has been limited to the region in which the sine of the LOS

angle, 8T’ is greater than .707 (reference Figure 12). This eliminates

any problems associated with switching and reduces the tuning require-

ments in the study. In addition, the truth model allows for missile

acceleration up to, but not exceeding 15 g’s. The two trajectories chosen

do not exercise the full dynamic range of the missile. Due to time

constraints, a full study of “worst case” trajectories is not feasible.

Therefore, as depicted in Figure 16, the two trajectories chosen represent

a low—g and moderate—g trajectory. Table II lists those parameters that

determine the character of the two respective trajectories (reference

Figure 12 and Equations (48—a) and (48—b)]. -

Table II
Time (t ) Parameter Values

Parameter Low—g Trajectory High—g Trajectory

R, range 10,000 f t 10,000 f t

V , missile velocity 3,051 ft/sec 3,051 ft/sec

missile lead angle 3.5 deg 0 deg

missile inertial heading 20 deg 30 deg

• ~T’ tracker inertial heading 32 deg 0 deg

K1 500 0

• K2 2864.51 0

K3 tracker dynamics 800 920

K4 0 0

w .17455 .17455

n, pro—nay constant 4.0 4.0

While this approach does not fully exercise the algorithms developed,

it is consistent with the objective of establishing concept feasibility.
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As will be seen in Chapter Five, the recovery analysis of the UP—Filter

is accomplished using the low—g trajectory.

Filter Initialization

In addition to establishing the trajectory profiles, it is necessary

to initialize the filter matrices (The values for the R, Q !~~~ 
and

¶ 
matrices are listed as part of Appendix A.) First, the initial values

for both the state estimates, ~ (t), and covariance, P(t0), must be spec—

if ied. As discussed in the introduction to this chapter, filter recovery

from bad initial state estimates constitutes a major portion of the

analysis effort. To establish a basis for comparison between the two

filters, however, the initial state estimates are chosen equal to the

true values of the states (i.e. zero initial error). In general, this

is a good initialization procedure for a systematic investigation of

4 the filter capabilities. While assuming zero initial errors is appropriate

for an initial feasibility study, it is still necessary to consider

practical initialization methods. This is done in order to choose values

for the P matrix. Two methods of initializing state estimates are the
—0

use of time (t) measurements of the missile launch vehicle and missile,

and the use of intelligence data collected on possible threats. Time

(t ) measurements refer to measurements (made by the tracker) of both

missile launch vehicle and missile prior to initialization of the missile

guidance function. Assuming an on (or nearly on) boresight launch implies L

that the missile will depart the launch vehicle with the same approximate

inertial heading that the launch vehicle han been maintaining. Recall V
that, from Chapter Two, missile guidance initiation is assumed to occur IT

• simultaneously with the termination of missile thrusting. It is assumed

that the launch heading is known with a relativel y high degr. e of accuracy.

~ 
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Combined with raw range—rate measurements, this heading information

provides the initial estimates of the inertial velocity vectors, V~~ and

V~y~ The initialization of the estimates of the range , range—rate , and

angle states is straightforward since they are measured directly by

system sensors (i.e. raw measurements are used as estimates). The last

three dynamic states considered in the two filters, x, y, and LOS

accelerations, can be initialized by averaging the time rate of change

of a small number of velocity/range—rate measurements. Finally, informa-

tion about the unknown parameters, n and (mIS) , can come from intelligence

sources and knowledge of the current state—of—the—art in missile design.

The values of the initial variances are chosen to reflect the estimation

accuracy given by these initialization procedures.

In this study, it is assumed that is a diagonal matrix. This

assumption is made for expediency and reflects the lack of a priori

knowledge of any cross coupling terms. The variances for the measured

states, range, range—rate, and angle, can be calculated by summing the

low frequency portion of the power spectral densities of the thermal and

glint/scintillation components of the respective measurements. Recall

that the thermal and glint/scintillation components are considered

independent. The acceleration states of the L—Filter utilize a standard

deviation that is consistent with the values listed in Table III on page

76. Since the initial values of the velocity states are computed using

other estimates, the values would be known with less certainty. There—

fore, the variances of these states are chosen to reflect less confidence

than that of the measured range—rate state, but of the same order of

magnitude. The inertial velocity variances are set equal to 900 ft2/sec2

as compared to 100 ft2/sec2 for the range—rate variance.

I - 
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The unknown parameters present a different problem. Information

about the unknown parameters will come from intelligence sources and

• 
- knowledge of the current state—of—the—art. A priori knowledge that the

navigation constant is between three and six is used to determine an

appropriate standard deviation, i.e. a = .5. Therefore, the initial

variance for the navigation constant is .25. The (m/S) state is not as

well defined as the navigation constant. Certainly the lower absolute

limit is zero. The upper limit, however, can vary over a wide range.

Confidence in the intelligence available is the primary influence on 5- -

the initial covariance value. For this study, the (m/S) of a generic

missile is used as the mean value of the range of possible values for

this parameter. The “standard deviation” is computed using this mean

value and the lower limit of zero to define a “three—sigma” interval

length.

In addition to establishing initial estimates and variances of the

states, it is necessary to determine the strengths of the dynamic driving

noises, v(t), and measurement noises, v(t), i.e. the elements in the

appropriate covariance kernels. As in the case of the truth model

measurement noises, two types of noise models are used in the filters.

The exponentially time—correlated noise model is used in the L—Filter

to model the in, y, and LOS accelerations . Recall that this model is a

first order lag driven by a white Gaussian noise. The required strength

of the noise for this model is (Ref 9:178)

• 
q — 2Xa2 (141)

where 
-

q — strength of white Gaussian noise driving the first order lag
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— reciprocal of the time constant

— standard deviation of the output of the lag.

It is apparent from this expression that both the time constant and the

standard deviation determine the strength of the required driving noise.

Table III, listed here for completeness, lists general values for these

quantities (Ref 10:323, 5:30)

Table III
Acceleration Types

Type a(ft/sec2) r(sec)

small accel./slowly varying 10 3
large accel./slowly varying 64 10
large accel./rapidly varying 64 1
accel. for randomly maneuvering 96 10

aircraft

The application of the values in this table are discussed in the last

section of this chapter. The two pseudonoises of the UP—Filter previously

mentioned and pseudonoises to be added to the range—rate and angle channels

of the UP—Filter are all modelled as white Gaussian noises, the strength

of which is denoted as q. The values selected for these noises should

in general reflect the expected rate of change in the parameter/state

being estimated . The unknown parameters are expected to be essentially

constant, but adding a pseudonoise can be justified in order to keep the

associated Kalman gains from going to zero. The effect of different

values of noise strength for the navigation constant are discussed in

Chapter Five. The initial noise strengths for the unknown parameters

are kept small (i.e. a noise strength of .001 for the navigation constant

and .0001 for (m/S)). The noises added to the range—rate and angle

• 4
¶•-

_ 4-5p•
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channels are added to ensure that possible degradation of the system

model over time is offset by “forcing” the filter to look harder at update

measurements (i.e. higher variances on these channels) .

Finally, values for the filter measurement noise, v(t), covariance

-

~~ 

- matrix must be selected. The initial values for the matrix can be

generated by equipment specifications and are obtained in the same manner

as used for the initial state variances for range, range—rate, and angle.

In addition, the R matrix is assumed diagonal for the same reason that

- - P was.
~~0

Performance Criteria

The results of this study are divided into two parts, both of which • 

-

are located in Appendix B. The first part consists of plots of mean

estimation errors with a one standard deviation envelope about these

-

~~~ 

- 

- 

errors. These quantities are calculated as sample statistics obtained

from repeated runs of the simulation. Each run is driven by a different

noise sample from a random noise generator. The formulae used to compute

the mean error are

n
1in (t ) — — Z x (t ) (142)mean j n compi ~r

e (t ) — x (t ) — x (t ) (143)mean j tru j mean j

where is the numbe of runs, xcomp (tj) is the filter computed value

of the state of interest at time tj~ (on the i—tb simulation run), and I :

xtrue(tj) is the true or truth model value of the state of interest at

time t • The notation e (t ) indicates the error in the mean at time 
- 

-

j mean j

(t
i
) (Ref 7:16).

t 77

fl — - —  ~~~~~~~~~~~~~~~~~~~~~~~ - 
5-__

~a~~ ~~~~~~~~~~ ~~~~~~~~~~~ ~~~~~~- -  i ~~~~~~~~~~~~ ~~~~~~~~~~~~~ —~~~~~~~~-- -



- 
- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- ~

•••••• 5•
~~~~~~~~ ~~~~

-5 
~~~~~~~~~~~ ---5- -5-5------•—---•~~

The standard deviation is then given by

r nr 11/2

xsD(tj ) —

~~ n i. E {Xcomp (tj) 
— Xmean (tj )} 2

1 
(144)

i-i J
It is important to note the use of 

(n
l_ )~ in this expression instead of(i—)

. It can be shown that the quantity inside the brackets represents an

unbiased estimate of the variance of xft). However, the expression for

x~~(tj ) is a biased estimate of the standard deviation for small sample

sizes, such as nr 
— 5 in this study. While it is biased, it is still a

better estimate than would have been obtained by utilizing the term
(
~_.).

Methods for eliminating the bias in the standard deviation estimate are

presented in Reference 9 (Ref 9:8, 8:269). These statistical character—

istics provide a good , though only partial, description of the error

characteristics of the filters under investigation.

The second part of the results are plots that depict the tuning of

t the different channels of each of the two filters. This is accomplished

by comparing the filter estimate of the standard deviation, IPkk(tj)~ 
and

the computed standard deviation, xSD(tj). The objective of the tuning

process is to minimize the computed standard deviation. As a rule of

thumb, good tuning is achieved when the estimated standard deviation is

approximately equal to the computed standard deviation. While precise

tuning is desirable for eventual implementation, it is not essential for

a feasibility study. In addition, precise filter tuning by the use of

Monte Carlo techniques is very costly in terms of effort and time. How-

ever, this part of the results provides confidence that the filter per—

formance noted in the error of the mean results are representative of

the filter’s fundamental capabilities. In addition, the tuning results

may provide insights into the reasons for performance differences between
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the two filters, and may also give insights for filter performance

enhancements.

-~ Tuning Philosophy

The tuning effort is limited due to time constraints and the overall

objective of this study . It is assumed a priori that case (1) in Table III ,

H namely small, slowly varying acceleration, is an inappropriate model for

the dynamics of a missile. The remaining three cases are all considered

as possible models.

Landau Filter. The general tuning procedure for this filter involves

- - the choice of an acceleration model which best represents the ensemble of

• expected missile accelerations. The actual filter performance will be

degraded to the extent that the actual target acceleration violates the

assumed acceleration model. In actual implementation, the filter model

may require adaptive settings of the dynamic driving noise. Due to the

time constraints and the scope of this study, adaptive techniques are not

considered, but their potential benefits can be discerned from performance

sensitivity analysis initiated in this study. The tuning process is

concentrated on the low—g trajectory .

For the Landau Filter the tuning process consists of varying the

standard deviation and time constants of the three accelerations, a~~,

a~ ,, and a
ThOS. In addition, the standard deviation of the angle measure—

ment noise component was varied. The three standard deviation values

that were tested are listed in Table III. The lamda (
1

) values were

varied from ten to one—tenth (i.e. time constants of one—tenth of a

second to ten seconds). It should be noted that this original tuning

• was accomplished by evaluating large quantities of error values on

computer printouts. The use of plots for the tuning is preferable to
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k this method, but was not utilized due to a lack of computer plotting

availability during the period in which tun .ng was being considered.

The initial values of the time constant and standard deviation used were

indicative of case (3), large, rapidly varying, acceleration, in Table III.

The time constant for the in and LOS acceleration were varied from one second

to five seconds and the value of the standard deviation was set equal to

96 ft/sec2. Both of the acceleration models displayed improved performance

- 

- 

as the time constant was increased (i.e. the magnitude of the errors over

the majority of the trajectory were decreased). For lower time constants,

the x—acceleration model displayed slightly better performance over the

higher g portion of the trajectory, but degraded performance over a large

portion of the trajectory. With the same standard deviation, the time

constants of the two accelerations were varied from five seconds to ten

seconds. The five second time constant for the LOS acceleration model

-
~~~ continued to provide the best performance. A time constant of seven

-
- 

seconds was found to provide the best performance for the x—acceleration

- model. The same analysis (i.e. time constant variation) for the two

— 
- - acceleration models was accomplished using a standard deviation of

-
- 

64 ft/sec
2 
as suggested in Reference 10. The values finally chosen are:

5- a — 96 ft/sec2, X3 
= .2, and A .14. As indicated in Table III, these

ii values describe a missile with large, slowly to moderately varying,

- 
-• acceleration. This is consistent with the profile of the low—g trajectory

- in Figure 16.

During the initial tuning efforts, it was found that the velocity

state not coupled to the angle state is not tunable. Neither it nor its

associated random acceleration model is coupled in any way to the other

- filter states. (The value of this state is computed as a function of
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I the other estimated values (reference Equation (105—a)]. As will be seen,

~ ¶ this is not a problem in the Unknown Parameter Filter.

- 
Due to the dependency of the velocity estimate on the angle channel,

— it was decided to conduct a limited tuning effort with the angle measure—

- ment noise strength. The noise strength was varied from .5 x l0~
6 rad2

to 4 x l0 rad . The final value chosen is 1 x ici~6 raci2.
Unknown Parameter Filter. In the UP—Filter, as originally developed

— -
- in Chapter Three, the filter has no dynamic driving noises if both the

proportional navigation constant, n, and (m/S) parameter are modelled as

random bias. Recall that, in Chapter Three, pseudonoises are suggested

for both parameters. In view of the assumptions made in modelling the

- 
- 

UP—Filter , it would be unrealistic to model the system with no dynamic

driving noises. No system noises imply that the system model reflects,

with absolute certainty, the true system state. It is equally undesirable

- - that the uncertainty in the dynamic states, (i.e. angle, velocity, range,

and range—rate states), be so dominant that the coupling effects of the

two parameters are not readily observable. The objective then is to tune

- 
• the model so that good estimates of the parameters are obtainable, but

that if poor estimates of the parameters are obtained, the estimates of

-• 
the dynamic states are not severely degraded. The philosophy adopted is

to couple the two parameters into good velocity and range rate estimates.

To assure good estimates of the velocity and range—rate states, irrespective

of the quality of the parameter estimates, an additive white Gaussian noise

is added to the range—rate and angle states. The range—rate noise is added

to account for the uncertainties in the model of the state. The angle

noise is added to account for uncertainties in the angle model and to

ensure that the angle estimates remain “good”. As stated in the preceding

• section on the L—Filter, the velocity states have significant coupling to
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the angle state. Therefore, the accuracy of the velocity state estimate

is enhanced by a strong coupling to the angle state, but the dynamics of

the state can still be sensitive to parameter coupling (i.e. the velocity

state is driven by coupling, not noise directly). The values of the addi—

tional noises are indicated in the system noise covariance matrix, 2~~ 
in

Appendix A.

An alternative to adding noise to the angle channel would be to add

a pseudonoise directly to the x—velocity channel. In order to keep the

in—velocity estimate sensitive to the navigation constant channel, it was

decided that the value of this pseudonoise should be kept small. However,

when a noise of strength 100 ft2/sec2 was added to the in—velocity channel,

there was a negligible effect on filter performance. Due to this result,

a time constraint on the research effort, and the fact that the other

method had already indicated a limited performance capability, it was

decided to pursue the method presented in the previous paragraph in greater

depth and to not add a pseudonoise to the x—velocity channel.

Finally, it should be noted that , unlike the L—Filter , both velocity

states are tunable for all values of sin$T. However, the state that is

not coupled into the angle channel displayed relatively poor estimation

capability. Therefore, both for comparison with the L—Filter and for

expediency, the state not coupled to the angle channel was computed using

- 
- 

the estimates of the other states and not estimated (reference Equation

(105—a)].

This chapter has established the techniques and criteria by which

the two filters will be compared and evaluated. The chapter ended with

- - 

- 
a discussion of the tuning philosophy used in the two filters. The

— 
- results of the tuning are found in the second part of Appendix B. Chapter

Five discusses the results of the filter comparison and analysis, and

discusses the findings of this study.
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• V. Results and Conclusions

Introduction

The Unknown Parameter Filter is evaluated using the criteria and

tuning philosophy discussed in Chapter Four. The evaluation consists

of both a performance comparison between the UP—Filter and th~~~ re conven-

tional L—Filter and an evaluation of the UP—Filter’s capability to recover

f rom initial errors in state estimates. The results of the comparison and

- 
~
-

I 

recovery analysis are presented graphically in Appendix B.

In Appendix B, the results are divided into two sections. The first

section contains plots of the mean estimation errors (± one standard devia-

tion) while the second section contains the tuning plots; both types of

• plots are described in Chapter Four. There is a one—to—one correspond ence

between the plots of the two sections. (The figure number of the tuning

plot which corresponds to a plot of section one can be determined by add—
-i

ing 40 to the figure number of the plot in section one.)

The results provide valuable insights into the capabilities of the

UP—Filter. Most importantly, they establish the feasibility of utiliz-~~~.

ing the UP—Filter to track an incoming missile. As will be seen sub—

sequently, the more detailed modelling of missile dynamics clearly

- enhances the filter ’s tracking capability. The estimates provided by

- - the UP—Filter are , in general , less sensitive to system measurement

noises because of its more complete internal system model.

Further, the results strongly suggest that the proportional naviga—

Fl tion constant can be estimated by the UP—Filter. The recovery analysis

provides additional insights into the filter ’s ability to estimate this

- -• parameter . It gives a general indication of the effects that varying the

I ~~ initial variance and noise strength (on the navigation constant channel)
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